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1 In tro duction

These pagesrecords and list the results of tests in so far as they can be performed in the lab
(March, April, September 2005) in accordancewith the OmegaCAM Calibration Plan (VST-
PLA-OCM-23100-3090). The record is separatedin sections,one section for each requirement
of the Calibration Plan.

This documen t is best view ed with a PDF documen t view er whic h supp orts links
(Acrobat Reader, xp df ), because of the man y references to sections and �gures
that are presen t in the documen t.
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2 General remarks

2.1 Data reduction - set-up

At the test facilit y a near-line LINUX station was set-up, mimicing the near-line station/DFS
station at Paranal. The station was con�gured using a plug-in USB drive containing a fully
functional data reduction system. The data reduction was executed from this disk, which
functioned as a kind of plug-and-play system.

Raw data wasftp'ed from the INS to the near line station. At the near line station a full version
of the Python scripts and C-libraries was operated, with a �le basedinterface. This is a copy
of the code delivered to ESO.

Almost all the tasksrelate to \CA T I" recipes,which are critical for routine operations, near-line
health checks, and the ESO Pipeline. All data reduction could be achieved nearly real-time and
up-to-date work versionsof this Record were available at the end of each test week.

At OmegaCEN, in the weeksafter the tests, the samecode has been operated with database
interface, allowing to perform additional trend analysis, and distribution of data over the con-
sortium. Raw data and results are stored in OmegaCENarchivesand available via web services
to privelagedusers.

2.2 General remarks IL T 1

2.2.1 Headers

Here are someremarks about the headersand header items of these�rst OmegaCAM images.

� There appear to be someinconsistenciesin the headeritems EXPTIME and DATE-OBS.
Up to 3 di�eren t DATE-OBS values and up to 2 di�eren t EXPTIME values have been
found in the di�eren t headers(primary, extensions) of the sameexposure. A discussion
with ESO on this issuehas beeninitiated.

� Somegain valuesare written to the headers,but only for the �rst two extensionsof each
FIERA.

� For the March run, some header items speci�c to the telescope are not present. (RA,
DEC, AIRMASS START/END etc.) Maybe they can be �lled with dummy values?

� During April the telescope header items were generatedcorrectly by the Telescope Simu-
lator.

The above poin ts have been solv ed before IL T 2.

2.2.2 Disabled Chips and unstable Bias

� During the testing in March and in April until April 14th, two CCDs were turned o� (ccd
#65 and ccd #77). In all relevant tables for these ccds \N/A" is printed. On 14 April
valuable data on thesetwo chips could be taken.

� First, the dark current (req531, section 8) and particle event rate (req532, section 9)
results were analysedin order to decidewhich overscancorrection method to use. It was
decided to apply the per-row overscan X correction, especially becauseof the presence



ILT Test Record VST-TRE-OCM-23100-3358
2.3 General remarks ILT 2 4

of dark bands (horizontal strip es) in the bias images. This overscan correction method
is also applied when obtaining master bias images. These overscancorrected masterbias
imageswere applied in the data reduction, which turned out to be critical for the removal
of \induced charge".

2.3 General remarks IL T 2

2.3.1 Qualit y, curing problems, accuracy of results

During ILT 2 the horizontal \striping" which was a�ecting bias exposuresof ILT 1 was cured.
This improved the quality of that data and in general values obtained from ILT 2 superceed
those of ILT 1.

All the tests as listed in the test plan which in turn refers to requirements, calibration plan
and commissioningplan were executed successfully, and for all tests the results indicate that
the instrument and data reduction software are well within specs,eg gains, dark, bias, read-out
noise,at �eld etc. Possibleexception is the shutter check procedure,which turns out to involve
speci�cations nearly an order of magnitude sharper than nominal OmegaCAM specs(seebelow).

Data reduction was either done immediately on the near-line DFS station or on the o�-line
station in Groningen. The used code was identical to the one delivered to ESO and no mod-
i�cations were required. Fast, instant quality results could be obtained immediately. O�-line
analysishelped to trace and eliminate faulty data. Important lessonis that the software systems
are very well able to handle the enormousdata volumes,both near-line and o�-line.

Main conclusionfor further operations are:

� The stabilit y of the OmegaCAM calibration unit is extremely good, within 1% on time
scalesof several (at least 4) days, also with the replacement of the original lamp type
which is not in production any more. See�gure 16 in section 15. The unit can serve to
monitor trends of throughput and e�ectiv e gain of detector ampli�er chain to a very high
level of accuracy, well within the specslaid out in Cal. plan. In practice, light tightnessof
the dome and a reproducable Telescope park on screenposition will most likely form the
e�ectiv e accuracy. Any e�orts on this will be very bene�cial to the project!

� The de-foggingsystemwhen not working properly resulted in up to 5% throughput insta-
bilities. Figure 16 in section 15 shows that when the de-foggingsystem is under control
results are good.

� The re-booting of the system intro duceschangesin the e�ectiv e gain on long time scales-
see�gure 15 in section 15, where the vertical line marks a system re-boot, leading to a
gain jump of a few percent, while settling on a new situation with stabilit y within 1%
as indicated by the dashedlines. Obviously, the lessonlearned is that during operations
systemre-boots shouldbekept to a minimum sincethey trigger a newsituation for the ux
calibration. Particularly , after the daily health check using the lamp the system should
not be re-booted.

� The 1-5%variations and structures in throughput due to de-foggingmalfunctions werenot
spotted on the monitor of the INS during the tests. Main reasonfor this is that the INS
is so loaded with tasks that on-line playing with colour/contrast tables is hardly feasible.
O�-line or near line this is not a problem. This is an important lessonfor operations,
and solutions should be considered(more resourceson INS or as an operational standard
display imageson near-line station).
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� The extremely good stabilit y of the lamp resulted in the notion of small to very small non-
linearities of the detector-amplifyer chain and led to additional analysis, �rst �ltering out
the e�ects described above. Bottom line for \non-linearit y" is that we reproduce most of
the known chip-speci�c non-linearities (t ypical 0.5-2%) in our analysis,also on individual
chip basis. But some,yet unexplained, di�erences are observed. Chips themselvesdo have
an EXTRA non-linear term for very low exposures,with OPPOSITE sign compared to
higher exposuresand our linearit y test reproduce this. This, however, implies one has to
beextremely cautious �tting singlestraight lines to linearit y data. A useful re-presentation
of the data is given in the linearit y �gures in section 10. On the horizontal axis we plot
\exp osure" on the vertical axis we plot \recorded ADUs/exp osuretime", arbitrary scaled
to unit y. Note the changeof sign of the �rst derivative. Figure 4 in section 10 represents
the typical chip behaviour. Theseplots compareto the results of lab testing of the chips
by Iwert et al, also more \anomalous" chips like 70 (�gure 3, also section 10).

Nominal non-linearities are in the range 0.5-1.0%and hence, in practice, of an order of
magnitude better than the specs for ux calibration. They are not corrected for in the
DFS pipeline- which is acceptable. During commissioningthis will have to be established.
Also, we will repeat the non-linearity measurements in the coming weeks to accessits
reproducibilit y.

� For the shutter homogeneity test, which samplesdata at di�eren t parts of the non-linearity
curvewith oppositesignswearesensitive to thesenon-linearities, particularly becauseeach
chip behaves di�eren tly . The results from the \standard" shutter homogeneity test are
actually totally dominated by thesevery small non-linearities, con�rming the earlier notion
that this shutter test is the most sensitive end-to-end system test.

An alternativ e shutter test was performed by comparing long and short dark exposures.
We compared two \darks" with the shutter opened for 10 x 0.1 secondsand one when it
was openedfor 1 x 1 second.The ratio of the bias corrected imagesis 1.01. This tells us
that the e�ectiv e exposuretimes are accurate within 1 millisec, thus better than 0.1% for
a 1 secondexposure,which is within the formal spec of 0.2% for a 1 secondexposure.

We will do someextra analysis on the original shutter check data for homogeneity, but
obviously this goeswell beyond the nominal specsof the characterization.

2.3.2 Headers

Several issueswith valuesin the headerswere noted. These include:

� Frequent PULPO errors (5-10% of images)result in inaccurate reported exposuretimes.

� Expectedreadout times during ILT 1 and ILT 2: 32and 29seconds,respectively. The CCD
readout times reported in the headerare higher than thesethough, varying from roughly
29.5 to 35.5 secondsfor ILT 2, depending on the template. Bias and dark templates are
closestto 29 seconds.The reported CCD readout time appears inaccurate.

� Header items UTC/LST sometimes0, but not always. There does not appear to be any
clear relation betweenobserving date or template.

2.3.3 Time between subsequen t exp osures

The averagetime betweenexposuresfor bias images as determined by averaging over a bias
template of 10 exposuresis given below for several bias templates. The valuesfor April (ILT 1)
are given for completeness.The CCD readout time was longer in those cases.
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date average time between exposures
11 April 2005 60.44sec(longer readout time)
14 April 2005 63.66sec(longer readout time)
6 September 2005 50.11sec
9 September 2005 54.00sec
29 September 2005 50.33sec
21 October 2005 51.30sec

2.3.4 Soft ware stabilit y issues

During the ILT 2 test period, problems with the instrument control software occurred every
day. Expert intervention was necessary, especially in order to prevent a complete restart of the
detector system. Crashesduring ILT 2 week include:

� BOB crashes/errorson Monday (2x), Tuesday

� Detector restart (Tuesday, Wednesday)

� Telemetry issue(Thursday, Friday)
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3 Req 5.2.1 - Cat I: CCD Read noise - doit

Required accuracy, constraints:

� Readout noise lessthan 5e�

� Variation in readout noisew.r.t. referencevalue lessthan 0.5e�

Output:
NB. Outputs are in units of ADU.
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ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-16

2.24 2.40 2.22 2.40 2.11 2.15 2.19 2.91
2.12 2.13 2.18 2.16 2.27 2.26 2.12 2.22
2.24 2.29 2.35 2.26 N/A 2.21 2.10 2.12
N/A 2.28 2.29 2.58 2.07 2.11 2.07 2.12

Date: 2005-03-17
2.18 2.41 2.23 2.47 2.12 2.16 2.19 2.75
2.09 2.14 2.15 2.19 2.26 2.22 2.12 2.21
2.24 2.29 2.32 2.26 N/A 2.21 2.10 2.10
N/A 2.26 2.29 2.65 2.12 2.11 2.06 2.12

Date: 2005-03-18
2.34 2.49 2.48 2.38 2.18 2.27 2.35 2.99
2.17 2.33 2.30 2.35 2.33 2.32 2.28 2.29
2.36 2.45 2.50 2.50 N/A 2.41 2.22 2.41
N/A 2.39 2.37 2.69 2.17 2.26 2.29 2.42

Date: 2005-03-21
Problem with DATE-OBS header items (inconsisten t values)
Date: 2005-04-11

2.19 2.41 2.22 2.41 2.09 2.14 2.15 2.64
2.15 2.18 2.10 2.15 2.26 2.34 2.13 2.24
2.23 2.26 2.30 2.16 N/A 2.17 2.12 2.14
N/A 2.25 2.34 2.57 2.12 2.11 2.05 2.12

Date: 2005-04-12
2.28 2.47 2.27 2.47 2.12 2.19 2.18 2.71
2.18 2.21 2.16 2.20 2.29 2.38 2.16 2.29
2.24 2.31 2.31 2.18 N/A 2.17 2.12 2.15
N/A 2.21 2.31 2.59 2.11 2.14 2.06 2.14

Date: 2005-04-13
2.16 2.44 2.25 2.33 2.09 2.15 2.15 2.74
2.10 2.19 2.14 2.13 2.25 2.33 2.16 2.24
2.19 2.24 2.32 2.15 N/A 2.17 2.09 2.09
N/A 2.22 2.34 2.52 2.08 2.13 2.05 2.13

Date: 2005-04-14
2.24 2.42 2.26 2.42 2.10 2.17 2.17 2.72
2.16 2.18 2.15 2.18 2.25 2.34 2.16 2.24
2.24 2.30 2.34 2.19 N/A 2.22 2.13 2.14
N/A 2.25 2.35 2.56 2.09 2.15 2.09 2.12
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ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-09-05

2.26 2.44 2.23 2.38 2.13 2.20 2.17 3.05
2.09 2.21 2.11 2.18 2.30 2.24 2.20 2.31
2.21 2.23 2.30 2.20 2.11 2.22 2.11 2.13
2.13 2.23 2.35 2.43 2.10 2.16 2.07 2.14

Date: 2005-09-06
2.22 2.37 2.23 2.50 2.11 2.17 2.17 3.06
2.07 2.17 2.07 2.15 2.30 2.29 2.19 2.29
2.16 2.24 2.24 2.19 2.13 2.22 2.11 2.13
2.12 2.23 2.34 2.39 2.13 2.16 2.07 2.15

Date: 2005-09-07
2.17 2.32 2.22 2.44 2.09 2.14 2.15 3.02
2.05 2.16 2.05 2.14 2.27 2.25 2.15 2.27
2.14 2.24 2.22 2.19 2.10 2.20 2.10 2.10
2.11 2.23 2.32 2.36 2.09 2.14 2.06 2.13

Date: 2005-09-08
2.24 2.40 2.22 2.40 2.12 2.20 2.22 3.25
2.07 2.19 2.09 2.17 2.29 2.24 2.18 2.32
2.16 2.23 2.29 2.16 2.08 2.21 2.10 2.15
2.11 2.24 2.33 2.40 2.10 2.15 2.07 2.14

Date: 2005-09-2913:52:22
2.09 2.26 2.13 2.34 2.09 2.13 2.19 2.92
2.06 2.15 2.04 2.15 2.26 2.20 2.15 2.28
2.13 2.23 2.25 2.18 2.11 2.18 2.11 2.11
2.09 2.20 2.24 2.41 2.07 2.13 2.04 2.12

Remarks (IL T 1):

� The read noisevaluesare in units of ADU.

� The gain is � 0.45 ADU/e � . This meanseach of the values in the table can be given in
units of electronsby multiplying by 1/0.45. Readnoise> 2.25ADU translates to Readnoise
> 5.0 electrons.

Remarks (IL T 2):

� The readnoiseof ccd #96 is rather high; a pattern can be seenon this CCD.

Conclusions (IL T 1 and ILT 2):

� Readnoiseis according to speci�cations, and constant in time - no anomalies.
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4 Req 5.2.2 - Cat I: Hot pixels

Required accuracy, constraints:

� Number of hot pixels to be determined by experience/lab values.

� The total number of bad pixels (hot pixels + cold pixels) is lessthan 80000(checked in
req.535Cold pixels)

� Di�erence in number of hot pixels w.r.t. referencevalue, lessthan 100.

Output:
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ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-15

175 16253 143 124 148 125 94 27
178 3349 143 486 576 97 88 89
125 88 142 110 N/A 117 171 157

N/A 11864 168 57069 183 195 137 129
Date: 2005-03-16

181 14468 111 115 144 120 111 35
174 3237 105 523 588 116 87 104
116 90 140 120 N/A 127 162 166

N/A 11895 136 56703 139 171 141 147
Date: 2005-03-17

234 14570 128 110 130 133 125 41
198 3343 172 521 604 112 85 123
118 135 136 120 N/A 90 145 188

N/A 11871 210 55960 172 181 148 112
Date: 2005-03-18

174 16794 170 107 160 152 187 27
171 3292 183 531 603 118 106 101
106 134 146 112 N/A 119 149 189

N/A 11975 210 57149 193 183 158 126
Date: 2005-03-21

241 13583 133 124 154 149 126 40
211 3254 195 464 528 77 95 101
106 147 149 125 N/A 121 176 153

N/A 12127 134 56432 191 175 135 150
Date: 2005-04-11

147 35202 71 40 54 96 67 23
101 3934 51 863 1228 66 26 37
27 69 44 27 N/A 13 85 84

N/A 12319 107 70985 66 32 16 53
Date: 2005-04-12

140 32112 57 50 47 95 50 16
103 3770 44 864 1226 66 28 32
24 49 47 34 N/A 17 133 84

N/A 12320 142 71141 73 29 21 55
Date: 2005-04-13

150 33184 64 60 48 87 65 24
112 3782 40 862 1224 62 30 36
17 55 40 39 N/A 17 131 87

N/A 12328 110 71643 66 31 20 60
Date: 2005-04-14

143 32576 71 49 46 79 64 18
93 3831 38 864 1230 58 36 35
22 64 46 48 N/A 10 94 83

N/A 12320 94 71410 72 29 21 53
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ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-09-05

66 13 12 10 17 15 19 9
25 20 10 833 1218 17 13 10
6 12 15 11 7 8 14 17
5 12259 18 78 14 9 14 10

Date: 2005-09-06
72 20 17 21 20 19 25 10
36 24 9 836 1224 19 16 10
7 9 18 10 7 6 14 19
6 12253 18 91 15 15 10 24

Date: 2005-09-07
75 22 21 18 21 21 36 10
36 20 20 835 1221 27 25 19
12 13 13 6 13 6 14 20
11 12269 22 85 19 6 13 14

Date: 2005-09-08
68 19 15 16 15 14 22 6
37 20 6 830 1221 19 18 15
14 13 10 12 9 7 13 13
9 12202 19 89 23 9 14 12

Remarks (IL T 1):

� The very high number of detectedhot pixels in ccd #68 and ccd #90 are due to an induced
charge e�ect present in theseccds.

� The hot pixels in ccd #66 are due to a few hot pixel columns running from top to bottom
through the image.

� The hot pixels in ccd #82, ccd #84 and ccd #85 are due to a single column of hot pixels.

� For the other ccdsthe hot pixel count is ok and consistent in di�eren t measurements.

� Note that the hot pixels are determined from the master bias. In the measurements in
March the master biaseswere made of only 3 raw bias images, becausethere were no
templates with more biasesavailable. In April the templates weremadewith the required
10 exposures.

Remarks (IL T 2):

� A new method of calculating hot pixels was used. The implementation is in the HotPix-
elMap class(astro/main/HotPixelMap.p y). The method improvesthe existing method for
detecting hot pixels by making and subtracting the background of the master bias image,
beforedectecting hot pixels. The resulting hot pixel mapsfor ccd #68 and ccd #90, which
are a�ected by induced charge are much improved; the induced charge structures are no
longer marked as hot pixels.

� The new method also results in fewer hot pixels for the other CCDs.
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Conclusions (IL T 1):

� Seereq541,bias (section 13).

Conclusions (IL T 2):

� The new method e�ectiv ely handles the induced charge structures found in ccd #68, ccd
#90, while leaving the hot columns in ccd #66 una�ected.
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5 Req 5.2.3 - Cat I: CCD Gain

Required accuracy, constraints:

Accuracy: In units of e� /ADU, from lab values or found empirically. Variation in time less
than 1%.

Output:
NB. Outputs are in units of e� /ADU

ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-17

2.17 2.22 2.32 2.20 2.22 2.34 2.32 2.05
2.27 2.20 2.23 2.13 2.08 2.02 2.03 2.13
2.12 2.12 2.16 2.13 N/A 2.29 2.27 2.22
N/A 2.19 2.20 2.19 2.19 1.96 2.21 2.11

Date: 2005-04-12
2.16 2.22 2.31 2.19 2.22 2.32 2.26 2.01
2.25 2.21 2.26 2.19 2.06 2.01 2.06 2.09
2.13 2.15 2.22 2.19 N/A 2.30 2.27 2.17
N/A 2.19 2.20 2.21 2.20 1.94 2.16 2.07

Date: 2005-04-13
2.14 2.21 2.30 2.18 2.21 2.31 2.26 2.01
2.24 2.18 2.13 1.98 2.02 1.98 2.05 2.07
2.11 2.12 2.17 2.17 N/A 2.29 2.26 2.17
N/A 2.18 2.19 2.19 2.19 1.93 2.17 2.07

Date: 2005-04-14,ccd #65 and ccd #77 connected
2.11 2.16 2.25 2.10 2.10 2.23 2.20 2.00
2.20 2.08 2.13 2.05 1.94 1.87 1.94 1.99
2.06 2.07 2.13 2.09 2.17 2.17 2.19 2.12
2.08 2.11 2.10 2.12 2.10 1.87 2.13 2.03

Date: 2005-10-0111:17:04
2.18 2.23 2.31 2.19 2.19 2.32 2.31 2.04
2.26 2.21 2.23 2.17 2.06 2.01 2.09 2.12
2.14 2.15 2.21 2.13 2.29 2.28 2.26 2.19
2.15 2.19 2.18 2.18 2.19 1.95 2.19 2.13

Date: 2005-10-0111:44:19
2.14 2.20 2.28 2.16 2.15 2.45 2.42 2.03
2.24 2.17 2.21 2.14 2.01 1.96 2.01 2.05
2.10 2.11 2.17 2.12 2.24 2.41 2.38 2.14
2.12 2.16 2.14 2.13 2.15 1.90 2.30 2.22

Remarks (IL T 1):

� For the March measurement it appears we did not recieve all �les made using the gain
template. Only the �rst 14 exposuresof the template were available.

Remarks (IL T 2):
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� In September the gain measurements were completely wrong for the CCDs in the central
part of the mosaic. This is causedby the presenceof a variable (timescale� 1 minute) wipe
mark pattern. Condensation on the dewar window causesthis variabilit y. The variable
pattern strongly inuences the standard deviation, which is part of the gain determination
routine. The modi�cations in the operations of the de-foggingsystem cured this problem
and from 1 October 2005onwards the results superceedthe results of the September 2005.

Conclusions (IL T 1):

� In general the gain measurements are stable to within 1%.

� Two anomalieson April 13, ccd #83 and ccd #84.

Conclusions (IL T 2):

� Condensationon the dewar window resulted in completely wrong gain results. Increasing
the o w of N2 by the de-foggingsystem solved this, and good valueswere obtained on 1
October.
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6 Req 5.2.4 - Cat I I I: Electromagnetic Compatibilit y

Required accuracy, constraints:

Di�erence between read noise under operational conditions and the standard read noise mea-
surement should be smaller than 20% for external and 10% for internal causesof interference

Conclusions (IL T 1):

� A pattern acrossthe mosaic is visible in biases(strip es continuing from one CCD to the
next, slightly o�set from X direction and with minima and maxima approximately 75
pixels apart). This e�ect and individual chip e�ects are both completely within the noise
seenduring normal readout.

Conclusions (IL T 2):

� The patterns seenin ILT1 continue to be seenin ILT2. Below is an excerpt from an e-mail
by Bernard Muschielok describing the Electromagnetic Compatibilit y test he performed
on 04 November, 2005:

Please find below my qualitative analysis of the EMCtests I madeon last
Friday. During similar EMCtests made in March I have found that the
detector #96 shows EMCpatterns even when no movementof the filter system
is ongoing. For this reason the actual analysis concentrates most on this
chip. The other detectors were checked at least twice.

A short summary:
1. #96 still shows patterns which to my experience are related to EMC

effects. The effects are qualitatively small (peak to peak in cuts was
16 ADUs).

2. The detectors #71, #72, #73, #76, #79 and #80 show slight lines
which are similar to the one observed in #96 but the effect is
definitely smaller than in #96. The other detectors are very clean.

3. Attached 5 images with different patterns for BIAS 09, 17, 18, 19 and
20. BIAS 09 was taken without any movementin filter system. The
intensity/amplitude of the pattern for this case is very similar as for
the images 17 - 20 when the docking/locking mechanismwas moved during
readout.

Below the more detailed discussion:
BIAS 1 moved magazine A motor during the readout (pos. 1 -> 6)
#96 lines (as BIAS 13 but very week), slight pattern
#85, #87, #88 - clean

BIAS 2 moved magazine A motor during the readout (pos. 6 -> 1)
#96 lines (as BIAS 13 but very week), slight pattern
#78, #79 - clean
#80 - slight lines

BIAS 3 moved magazine A motor during the readout (pos. 1 -> 3,
the motor stops at about 0.5 of the readout)
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#96 lines (as BIAS 13 but very week), slight pattern
#71, #77 - clean
#72 - slight lines

BIAS 4 moved magazine A motor during the readout (pos. 3 -> 1)
#96 lines (as BIAS 13 but very week), slight pattern
#91, #92, #69 - clean

BIAS 5 moved magazine B motor during the readout (pos. 1 -> 3)
#96 lines (as BIAS 13), slight pattern
#84, #89, #90 - clean

BIAS 6 moved magazine B motor during the readout (pos. 3 -> 1)
#96 lines (as BIAS 13), slight pattern
#81, #82, #83 - clean

BIAS 7 moved carriage motor during the readout (pos. 2000000 -> 200,
the motor stops at about 2/3 of the readout)

#96 lines (as BIAS 13), slight pattern
#73, #76- very slight lines
#74 - clean

BIAS 8 moved carriage motor during the readout (pos. 200 -> 2000000)
#96 lines (as BIAS 13), slight pattern
#65, #67, #68 - clean

BIAS 9 reference bias (no movementof any components)
#96 lines (as BIAS 13), slight pattern
#93, #70, #86, #95 - clean

BIAS 10 reference bias (no movementof any components)
#96 lines (as BIAS 13), slight pattern
#86, #87, #88 - clean

BIAS 11 reference bias (no movementof any components)
#96 lines (as BIAS 13), slight pattern
#79, #80 - very slight lines
#86, #93, #94 clean

BIAS 12 reference bias (no movementof any components)
#96 lines (as BIAS 13), slight pattern
#72 - very slight lines (25px wide in y)
#77, #78 - clean

BIAS 13 reference
#96 narrow (6px in y) and wide (30px in y) lines are visible
#66, #85, #91 are clean

BIAS 14 reference
#96 lines (as BIAS 13)
#69, #70 clean
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#71 - very slight lines (30px wide in y)

BIAS 15 reference
#96 lines (as BIAS 13)
#89, #90, #92 clean

BIAS 16 reference
#96 lines (as BIAS 13)
#82, #83, #84 clean

BIAS 17 dock B / undock B during the readout (about 4 times)
#96 very unusual pattern, with lines
#75, #76, #81 clean

BIAS 18 lock A / unlock A during the readout (about 4 times)
#96 pattern visible on the whole frame
#65, #94, #95 clean

BIAS 19 lock B / unlock B during the readout (about 4 times)
#96 pattern and lines (as BIAS 13) visible on the whole frame
#66, #67, #68 clean

BIAS 20 dock A / undock A during the readout (about 4 times)
#96 slight pattern and lines (as BIAS 13) visible on the whole frame
#73, #74, #75 clean

� It seemsthat when moving the motors (including the onesfor docking and locking mech-
anism) the individual chip patterns are slightly more visible. However, there are images
with no movement of the driveswhich show comparablepatterns.
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7 Req 5.2.5 - Cat I I I: CCD Electrical cross talk

Required accuracy, constraints:

10� 5

Remarks (IL T 1):

� An imagewas examinedwhich was taken with the pinhole �lter. The dot is visible on ccd
#84 (FIERA1). The peak value of the dot is about 20000ADU. No trace of the bright
dot can be found on the other CCDs.

Conclusions (IL T 1):

� No crosstalk was visible on RTD for FIERA1.

� Repeat observations for the secondFIERA?

Remarks (IL T 2):

� A non-anodised(not coatedwith anti-reectiv ematerial) maskcontaining cutouts of (some
of) the namesof the CCDs was inserted in the \frame" �lter. The resulting imagesare
too cluttered with text (partly due to reections) to determine crosstalk.

� The pinhole �lter wasusedagain with higher illumination levels. On no images,including
strongly saturated ones,crosstalk is visible.

� FIERA 2 could not be tested initially . A swap of the pinhole �lter to the other �lter
magazinefor this purposewas done and a test was performed on 4 November 2005 (see
below).

Below is an excerpt from an e-mail by Bernard Muschielok describing the cross talk test he
performed on 4 November 2005:

The description of the experiment:
FLAT 1 test exposure / for a 5 sec exposure I have measured the peak

of about 22000 ADUs.

FLAT 2 Exposure time was set to 100 seconds

Results FLAT 2 / cuts: peak to peak 16 ADUs
#65 - pinhole image not visible
#66 - pinhole image not visible
#67 - pinhole image not visible
#68 - pinhole image not visible
#73 - pinhole image not visible
#74 - pinhole image not visible
#75 - pinhole image not visible
#76 - pinhole image not visible
#81 - pinhole image not visible
#82 - pinhole image not visible
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#83 - pinhole image not visible
#84 - pinhole image not visible
#89 - pinhole image not visible
#90 - pinhole image not visible
#91 - pinhole image not visible
#92 - pinhole image not visible
#69 - pinhole image not visible
#70 - pinhole image not visible
#71 - pinhole image not visible
#72 - pinhole image not visible
#77 - bright difuse place at x=1030, y=3850, 3ADUs
#78 - pinhole image not visible
#79 - pinhole image not visible
#80 - pinhole image not visible
#85 - image of the pinhole at x=1081, y=1165, saturated
#86 - pinhole image not visible
#87 - pinhole image not visible
#88 - pinhole image not visible
#93 - pinhole image not visible
#94 - pinhole image not visible
#95 - pinhole image not visible
#96 - pinhole image not visible

Conclusions (IL T 2):

� No crosstalk is observed for FIERA 1, when ccd #84 is illuminated strongly through the
pinhole �lter.

� No evident cross talk was observed for FIERA 2, when ccd #85 is illuminated strongly
through the pinhole �lter.
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Figure 1: Example pinhole imagefor crosstalk determination. Note the induced chargepatterns
in ccd #68 (bottom row, 4th from left) and less pronounced in ccd #90 (top row, 2nd from
left). Also note the EMC pattern (which is within the noise), spanningall CCDs. The bias level
is considerably lower in 3 CCDs (see�gure 10).
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8 Req 5.3.1 - Cat I: CCD Dark Curren t - doit

Required accuracy, constraints:

Dark count rate should be lessthan 1.5 ADU/pixel/hour.

Output:
NB. Values are in units of ADU/pixel/hour

ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-15- 2005-03-16

4.7 5.8 4.3 4.8 3.6 4.2 4.0 4.2
4.2 4.2 4.3 4.4 4.4 5.2 4.7 4.4
2.7 2.1 2.0 2.3 N/A 2.2 2.2 2.0

N/A 1.9 1.9 7.4 1.9 2.0 2.0 2.3
Date: 2005-04-11

1.88 1.82 2.22 1.49 1.81 2.08 1.51 2.16
2.24 1.83 2.29 2.08 2.08 2.56 2.51 1.77
1.95 1.81 1.68 1.53 N/A 2.10 1.53 1.39
N/A 1.31 1.89 1.59 2.10 2.33 1.99 1.78

Date: 2005-04-12
1.33 0.83 0.92 0.85 1.21 1.15 1.17 1.26
1.12 1.14 1.19 1.26 1.46 1.58 1.48 1.27
0.99 1.08 0.97 1.00 N/A 1.25 1.07 0.99
N/A 0.81 0.93 0.86 1.13 1.26 1.09 1.01

Date: 2005-09-05
1.15 1.58 1.16 1.72 0.88 1.03 0.94 1.01
1.10 1.07 1.14 1.13 1.16 1.28 1.28 1.02
1.23 1.15 1.10 1.21 1.19 1.06 1.00 0.88
1.10 1.04 1.11 1.00 0.92 1.09 0.97 0.89

Date: 2005-09-06
0.77 1.11 0.80 1.15 0.77 0.80 0.78 0.87
0.77 0.84 0.84 0.88 1.01 1.14 1.08 0.80
0.92 0.99 0.94 0.99 0.97 0.92 0.87 0.76
0.84 0.86 0.96 0.76 0.80 0.99 0.83 0.74

Date: 2005-09-07
0.83 1.20 0.83 1.22 0.75 0.79 0.71 0.95
0.82 0.87 0.88 0.94 1.04 1.17 1.12 0.83
0.97 1.03 0.98 1.03 1.01 0.96 0.92 0.80
0.89 0.92 1.01 0.82 0.84 1.03 0.89 0.80

Date: 2005-09-08
0.78 1.11 0.77 1.22 0.73 0.78 0.87 0.80
0.79 0.89 0.85 0.91 0.95 1.04 1.01 0.74
0.90 1.01 0.94 0.98 0.95 0.90 0.85 0.75
0.82 0.85 0.93 0.73 0.78 0.96 0.81 0.73

Conclusions (IL T 1):
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� Measurements in March not really dark

� In April the measurements are within speci�cations, consistent.

Conclusions (IL T 2):

� In September the measurements are within speci�cations, consistent.
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9 Req 5.3.2 - Cat I: CCD Particle Event Rate

Required accuracy, constraints:

better than 1 particle/cm 2/hour. Particle event rates should be identical for each chip.

Output:
NB. Values are in units of particles(ev ents)/cm 2/hour

ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-15- 2005-03-16

524.9 574.7 598.3 602.3 603.3 581.6 584.6 496.6
575.0 665.9 660.9 650.5 637.2 652.1 633.7 561.9
556.8 618.3 610.9 609.5 N/A 624.8 612.5 552.9
N/A 556.9 563.0 571.0 596.9 591.2 569.2 508.4

Date: 2005-04-11
523.8 569.2 586.0 588.3 589.7 591.1 567.0 500.2
558.2 618.8 635.7 629.7 643.1 641.1 620.5 559.3
557.9 599.1 609.8 609.2 N/A 620.5 605.5 546.6
N/A 578.2 563.4 567.3 582.4 579.8 567.5 506.8

Date: 2005-04-12
514.9 573.4 583.5 586.1 590.7 584.1 577.3 505.4
562.4 618.8 642.2 632.5 643.8 648.2 625.6 557.9
547.6 599.9 614.1 618.7 N/A 622.7 610.9 554.2
N/A 590.7 564.3 572.1 584.5 588.1 578.9 515.3

Date: 2005-09-05
518.5 567.8 588.2 587.6 588.5 592.5 567.8 494.1
570.4 616.4 634.9 635.4 636.7 652.0 624.2 555.3
549.1 594.9 611.8 608.2 631.6 622.1 605.7 548.7
497.6 561.7 563.3 559.0 578.8 592.0 577.6 502.6

Date: 2005-09-06
523.0 565.7 588.8 590.0 588.9 590.2 578.4 498.3
570.8 614.1 635.7 621.2 635.9 636.8 636.1 551.2
561.0 603.2 619.0 614.9 620.6 620.0 606.2 543.6
499.1 564.6 558.0 564.9 578.2 595.5 571.6 511.0

Date: 2005-09-07
516.1 570.6 580.0 585.0 592.1 592.3 573.8 491.0
560.3 614.6 645.4 634.4 635.2 639.2 635.7 550.7
561.4 598.3 614.4 604.1 631.9 626.9 610.7 540.4
502.3 560.9 562.5 572.3 573.0 578.5 570.4 503.7

Date: 2005-09-08
519.5 562.7 589.3 583.0 583.2 587.4 564.4 496.5
562.0 617.1 649.3 629.1 631.8 635.1 626.4 551.0
555.5 603.1 603.1 609.8 618.5 623.9 603.3 542.6
499.7 566.7 560.5 575.7 572.1 588.7 570.7 508.0

Remarks (IL T 1):
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The particle event rate is rather high. Counts have beenveri�ed manually and con�rmed.

Summarizing:

� At ILT1 we measureconsistently 600 events/cm2/hour at all chips. The majorit y are low
energyevents � 1000-� 2000ADU.

� After inspection of the data /application of the code, we can \talk this number down" to
500, due to double counting, hotpixel maps and bad columns, but NOT below that.

� On Fabrice lab data we �nd 170 events/cm2/hour.

� On WFI data we �nd 200, this is an upper limit becauseno hot pixel map was applied.

� The actual number of hits falls with the specsTS for the number of bad pixels in the arrays
(per 300 sec) (there is no spec for particle hit rate). However, it is quite unstatisfatory
indeed that we get consistently a higher number at ILT without a proof or indication for
the cause.

� In addition, we analysed 3 of the (3600sec)darks we took in April 2005. Bottom line:
about 50.000pixels are a�ected on each ccd per hour, which corresponds to 5.000pixels
per 6 min, being the nominal integration time. Given the very good cosmeticsof the CCDs
this number is of the sameorder, or for somechips above, the total number of hot and
cold pixels.

Remarks (IL T 2):

� The particle event rate is still high. Most likely this is causedby the dewar window which
will be replacedafter the ILT with the �eld lens. Unfortunately , we can only inspect this
at Paranal.

Conclusions (IL T 2):

� A sourceof radiation may be located inside or near the dewar.
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10 Req 5.3.3 - Cat I: CCD Linearit y

Required accuracy, constraints:

better than 1% on the photometric scale

Output:

Two plots are given in full sizebelow, the other CCDs are shown in thumbnail format.

Figure 2: Single CCD (ccd #69) linearit y for 15 September. This plot contains the points for
two observing blocks and focusseson short exposuretimes.

Remarks (IL T 1):

� ccd #65 and ccd #77 were switched o�, the graphs for theseCCDs should be ignored.

� The exposure times are often inaccurate. For FIERA2 inaccurate exposure times were
written in the headers.For FIERA1 regularly a PULPO error occurs making someexpo-
sure times wrong here as well. In the plots the exposuretimes of FIERA1 are usedfor all
CCDs, and exposureswith PULPO errors are not used.

Remarks (IL T2, Additional Analysis of non-linearities):

The extremely good stabilit y of the calibration lamp resulted in the notion of small to very small
non-linearities of the detector-ampli�er chain and led to additional analysis, �rst �ltering out
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Figure 3: Single CCD (ccd #70) linearit y for 1 October.

the bad e�ects causedby the de-foggingsystem and the instabilities of the detector-ampli�er
chain after a reboot.

� Note, the plots in �gures 2-8 do not involve any �t. For every exposuretime and exposure
level pair (a point) the ratio (the signal in ADUs divided by exposure time) is plotted as
a function of exposure level, normalized to unit y.

� CCDs appear non-linear (up to � 2%). For several CCDs, the non-linearity changessign
at low exposure levels.

Bottom line for \non-linearit y" is that we reproduce most of the known chip-speci�c non-
linearities (t ypical 0.5-2%) in our analysis, also on individual chip basis. But some, yet un-
explained, di�erences are observed. Chips themselves do have an EXTRA non-linear term for
very low exposures,with OPPOSITE sign comparedto higher exposuresand our linearit y test
reproduce this. This, however, implies that one has to be extremely cautious �tting single
straight lines to linearit y data. A useful re-presentation of the data is given in the linear-
it y �gures; on the horizontal axis we plot \exp osure" on the vertical axis we plot \recorded
ADUs/exp osuretime", arbitrary scaledto unit y. Note the changeof sign of the �rst derivative.
Figure 4 represents the typical chip behaviour. Theseplots compareto the results of lab testing
of the chips by Iwert et al, also more \anomalous" chips like ccd #70 (�gure 3).
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Figure 4: Single CCD (ccd #83) linearit y for 1 October.

Nominal non-linearities are in the range0.5-1.0%and hence,in practice, of an order of magnitude
better than the specsfor ux calibration. They are not corrected for in the DFS pipeline- which
is acceptable. During commissioningthis will have to be established.

In order to study the re-producabity of the non-linearities the full test sequencehas been re-
peatedon 21 October and the results are given in �gure 8. We concludethat the non-linearities
of 21 October well reproduce those obtained at 1 October (�gures 6 and 7).

Conclusions (IL T 1):

� We needexposuresat high exposure levels (near saturation) as well.

Conclusions (IL T 2):

� The non-linearity is individual to di�eren t CCDs. The e�ect is comparable in ILT 1 and
ILT 2. The non-linearity has been determined during earlier lab tests of the CCDs and
reports of thesetests show similar results.

� The non-linearity is reproducable and match to earlier lab measurements.
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Figure 5: Mosaic plot, layout as in the tables in this document, of linearit y data per ccd. Data is of 13 April.
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Figure 6: Mosaic plot, layout as in the tables in this document, of linearit y data per ccd. Data is of 1 October.
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Linearity: Flux / average flux vs. exposure level for template 2005-10-01T11:44:19
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Figure 7: Mosaic plot, layout as in the tables in this document, of linearit y data per ccd. Data is of 1 October.
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Figure 8: Mosaic plot, layout as in the tables in this document, of linearit y data per ccd. Data is of 21 October.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.3.5 - Cat I: CCD Cold Pixels 33

11 Req 5.3.5 - Cat I: CCD Cold Pixels

Required accuracy, constraints:

Qualit y Check: Number of hot pixels to be determined by experience/lab values. The total
number of bad pixels (hot pixels + cold pixels) is lessthan 80000. Di�erence in number of cold
pixels w.r.t. referenceversion lessthan 100.

Output:



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.3.5 - Cat I: CCD Cold Pixels 34

ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72
Date: 2005-03-15,threshold 4%

128054 111703 113391 131785 165545 357378 233702 100850
132760 144466 163232 224417 328059 377955 271251 513071
182017 183969 148069 168024 N/A 216161 159332 172668

N/A 142659 114478 242528 149962 145414 128177 115302
Date: 2005-03-17,threshold 4%

140894 136318 123917 154070 181152 400419 265354 119767
145818 149354 173119 244912 354675 405265 337703 562666
195041 191025 159361 177604 N/A 222837 182717 182678

N/A 164686 130178 270060 148641 150382 148662 153701
Date: 2005-04-12,threshold 4%

70212 57216 50454 48854 79063 279050 161733 80312
37790 26278 31033 26354 142813 145527 113734 334066
28129 35684 25804 23666 N/A 52124 19558 37679
N/A 61878 22805 105068 28216 29333 56659 75952

Date: 2005-04-13,threshold 4%
72714 57770 47364 48984 79577 279447 155388 80445
39543 30841 35073 28502 144480 147193 110899 336190
30408 38664 26707 25965 N/A 50202 23059 38016
N/A 65356 22980 107291 31459 29365 58655 77255

Date: 2005-03-15,threshold 10%
36654 34476 33811 34546 39963 35969 42610 31598
42810 44036 48882 55445 45085 66427 49404 43741
52760 61670 37739 45065 N/A 56242 42232 34653
N/A 41975 33411 48560 52946 39277 35208 35998

Date: 2005-03-17,threshold 10%
41004 46098 38102 45066 45105 43128 49351 39742
46817 45031 51059 64897 48006 70816 84729 52400
56833 63586 41326 50209 N/A 58537 53592 39203
N/A 53246 39140 55738 48795 43026 45137 57278

Date: 2005-04-12,threshold 10%
26939 21496 20672 14187 19268 32084 38228 37949
17012 11374 13174 5715 16164 14056 12166 12419
8554 13096 6336 5493 N/A 22824 6051 8704
N/A 22465 7283 8091 8950 10729 20619 32781

Date: 2005-04-13,threshold 10%
28000 21690 18855 14261 19350 32013 34130 38077
17618 12827 14454 6443 16936 14208 9909 12544
9946 14513 6335 6725 N/A 21448 7913 8731
N/A 25253 7329 9086 10835 10700 21282 33620

Remarks (IL T 1):

� The cold pixels are dominated by the prominent artifacts described in req542, domeat
(section 14). This is the reasonwhy the number of cold pixels is so large.

� The cleaning of the dewar window has signi�cantly lowered the number of detected cold



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.3.5 - Cat I: CCD Cold Pixels 35

pixels.

Conclusions (IL T 1):

� Seereq542,domeat (section 14).

� The cleaning of the dewar window has signi�cantly lowered the number of detected cold
pixels. The remaining dust particles still dominate the detected cold pixels. The illumi-
nation using a point sourcesharpens the dust on the window.

Conclusions (IL T 2):

� No cold pixel maps were derived, becauseof the results of ILT 1.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.3.6 - Cat I I I: CCD Hysteresis,strong signal 36

12 Req 5.3.6 - Cat I I I: CCD Hysteresis, strong signal

Remarks (IL T 1):

� \Blo oming" wasobserved in the intentionally over-exposedimageOCAM IMG OBS1040004.�ts,
which was made by placing a transparancy with an image on the detector. The e�ect is
normal; pixel overo w occurs as expected in the read-out direction.

Remarks (IL T 2):

� Stellar image from pinhole �lter was taken at multiple exposure levels, including over-
saturation. The blooming is consistent with ILT 1.

� No signal reminiscenceon the next image was detected after approximately 60 seconds.
This time is the shortest time betweenexposures,including a �lter change, that could be
achieved.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.1 - Cat I: Bias - doit 37

13 Req 5.4.1 - Cat I: Bias - doit

Required accuracy, constraints:

The required accuracyper pixel in the masterbias frame is \nominal read-out noise/
p

N ", where
N is the number of input raw bias images. For the quality check: Sincean overscancorrection
is performed, the deviation of the mean level of the master bias (bias level) from zero, should
be lessthan TBD.

Remarks (IL T 1):

� In March the bias observing blocks were made with templates of 3 exposuresor less. We
have made master bias imagesfor biasesfor which HIERAR CH ESO TPL NEXP equals
3.

� In April the templates had the required 10 exposures.

� In all casesreported here the raw bias imageswere overscancorrected using the overscan
values in x, calculated and subtracted per row.

� Induced charge structures are visible in ccd #68 and ccd #90.

� These induced charge structures are of the order (maximum amplitude) 50 ADU for ccd
#68 and 12 ADU for ccd #90.

� There appear to be bands/strip eshorizontally acrosseach CCD that are not constant in
time (they shift in Y position).

� Faint structures that are nearly horizontal are visible.

Remarks (IL T 2):

� The bias of ccd #96 has a noisy structure in it.

Conclusions (IL T 1):

� The problems with the bias are due to interference in the synchronization of the two
FIERA's that operate the scienti�c CCDs of the detector. Exposureswith one-half of the
detector turned o� show no bands/strip es.

� The induced charge structures in ccd #68 and ccd #90 are signi�cant. New code is
required to accurately determine the hot pixels for theseccds.

Conclusions (IL T 2):

� The problems with variable strip es in the bias are solved.

� The bias of ccd #96 has a noisy structure in it.

� A trendanalysis of the median bias level for all CCDs from all Raw Bias Frames shows
signi�cantly di�eren t variabilities for di�eren t CCDs (�gure 10). Overscancorrected bias
imagesdo not show this variabilit y (�gure 11).



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.1 - Cat I: Bias - doit 38

Figure 9: Example per row overscancorrected raw biasesfor ccd #66 (left) and ccd #96 (right)
and cuts. The right image is for the ccd with a clear noisy pattern mentioned in section 3.
Several bad columns are present ccd #66, seesection 4.
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Figure 10: Mosaic plot, layout as in the tables in this document, bias level per CCD as a function of exposurenumber.
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Figure 11: Sameas in �gure 10, but now with bias valuescorrected by the overscanvalues.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.2 - Cat I: Flat-�eld - dome key bands + user bands - doit 41

14 Req 5.4.2 - Cat I: Flat-�eld - dome key bands + user
bands - doit

Required accuracy, constraints:

Accuracy measuringpixel-to-pixel gain variations assmall as1%. Re-insertion of the �lter shall
not alter the at �eld structure by more than 0.3% (rms, measuredover the full detector area).

Remarks (IL T 1):

� The dome ats display prominent out-of-focus artifacts all over the detector. These ar-
tifacts remained at the same pixels positions through 15-21 March. The magnitude of
the obscuration e�ect can be up to � 50% of the exposure level. These artifacts are far
less prominent in the simulated twilight (sky-) at (e�ect up to � 5%). The simulated
domeats are di�eren tly illuminated (�b er - point source) than the simulated twilightat
(di�use light). The artifacts were determined to be dust on the dewar window - cleaning
the window greatly reducedthe number of artifacts.

� The dewar window has beencleaned. Cleaning date: 2005-04-12around 10.00.

� Flatness: Cross cuts of the CCDs (brightest-darkest) show variations up to about 10%,
which is the sum of the e�ect of a non-uniform exposure and the gain variations of the
chips, (over the entire mosaicvariations are of the order of 25%).

Remarks (IL T 2):

� Prominent dust artifacts remain visible.

� A strongly variable wipe mark pattern is frequently visible. The pattern is variable on
timescalesof 1 minute.

Conclusions (IL T 1):

� The artifacts observed in March are due to dust on the dewar window. Cleaning the
window greatly reducedthe number of observed artifacts.

Conclusions (IL T 2):

� Condensation on the dewar window causedsomevariations in the visibilit y of the wipe
marks. After �xing the de-foggingsystem this was cured. During October 2005 results
without patterns wereobtained after increasingthe o w of N2 gasin the de-foggingsystem.
Flatness: Crosscuts of each CCD (brightest-darkest region) show variations up to about
10%, which is the sum of the e�ect of a non-uniform exposureand the gain variation over
the chip (over the entire mosaic variations are of the order of 25%). Statistics for pixel-
to-pixel variations of the chips were not derived, as �ne scalevariations were dominated
by the dust on the entrance window.
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Figure 12: Example at-�eld image. Exposure level is approximately 17000ADU.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.7 - Cat I: Quick detector responsivity check - doit 43

15 Req 5.4.7 - Cat I: Quic k detector responsivit y check -
doit

Required accuracy, constraints:

1%

Output:

ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72

Date: 2005-03-16,EXPTIME = 5.0
7677.202 8063.345 7917.435 8107.953 8086.159 7585.955 7307.373 7922.929
7869.688 8719.467 8605.420 8856.700 9440.723 9355.242 8570.092 8386.715
8785.507 8847.969 8821.934 8991.327 N/A 8316.569 8188.258 8051.005

N/A 8201.151 8624.436 8635.858 8493.986 9654.033 7829.748 7518.007
Date: 2005-03-17,EXPTIME = 5.0
6896.742 7168.718 7009.810 7188.481 7199.911 6748.763 6472.037 7020.578
7054.567 7751.072 7607.507 7831.904 8370.161 8293.106 7539.449 7403.160
7879.482 7887.409 7827.878 7959.377 N/A 7348.255 7238.603 7151.579

N/A 7383.227 7719.689 7699.949 7559.078 8601.499 7006.177 6782.308
Date: 2005-03-18,EXPTIME = 20.0
28036.091 29279.095 28568.702 29207.509 29196.430 27449.136 26324.445 28550.348
28821.159 31471.240 31057.972 31836.847 33878.934 33606.005 30815.988 30061.018
32014.902 32127.239 31874.830 32420.749 N/A 29823.121 29349.090 28983.918

N/A 29922.241 31290.711 31255.803 30714.033 34670.939 28410.085 27519.962
Date: 2005-03-21,EXPTIME = 20.0
28230.194 29450.686 28753.550 29442.935 29500.845 27726.897 26563.637 28884.474
28971.636 31606.064 31186.003 32015.337 34106.540 33845.040 31030.228 30278.498
32212.769 32321.680 32065.061 32623.825 N/A 30005.685 29543.427 29242.935

N/A 30186.207 31568.971 31541.256 30993.117 34984.617 28704.900 27892.245



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.7 - Cat I: Quick detector responsivity check - doit 44

Date: 2005-04-11T13:56:43,EXPTIME = 20
39712.0 42223.0 40931.0 41584.0 42561.0 39326.0 32991.0 31216.0
41171.0 46130.0 45873.0 46966.0 49915.0 49192.0 43718.0 36922.0
45288.0 47319.0 47811.0 48728.0 N/A 43326.0 39661.0 36505.0

N/A 44267.0 46450.0 46368.0 44707.0 47659.0 37359.0 34428.0
Date: 2005-04-11T14:59:19,EXPTIME = 20
39924.0 42488.0 41194.0 41841.0 42826.0 39580.0 33214.0 31397.0
41404.0 46369.0 46125.0 47261.0 50216.0 49451.0 42581.0 36384.0
45496.0 47570.0 48033.0 48946.0 N/A 43563.0 39877.0 36698.0

N/A 44527.0 46741.0 46653.0 44977.0 47900.0 37555.0 34585.0
Date: 2005-04-11T15:06:11,EXPTIME = 20
39816.0 42365.0 41074.0 41720.0 42710.0 39470.0 33118.0 31298.0
41287.0 46244.0 45996.0 47126.0 50084.0 49318.0 42659.0 36352.0
45374.0 47433.0 47903.0 48808.0 N/A 43439.0 39769.0 36601.0

N/A 44398.0 46613.0 46521.0 44856.0 47779.0 37451.0 34491.0
Date: 2005-04-12T16:39:50,EXPTIME = 20
39940.0 42505.0 41221.0 41880.0 42881.0 39624.0 33238.0 31362.0
41415.0 46435.0 46187.0 47329.0 50303.0 49544.0 44000.0 36972.0
45525.0 47597.0 48099.0 48999.0 N/A 43643.0 39937.0 36739.0

N/A 44494.0 46732.0 46665.0 45033.0 47967.0 37584.0 34586.0
Date: 2005-04-13T08:08:44,EXPTIME = 20
39867.0 42442.0 41146.0 41789.0 42820.0 39560.0 33140.0 31312.0
41335.0 46389.0 46142.0 47262.0 50247.0 49495.0 43948.0 36923.0
45473.0 47542.0 48053.0 48965.0 N/A 43574.0 39857.0 36664.0

N/A 44471.0 46676.0 46586.0 44925.0 47848.0 37484.0 34505.0
Date: 2005-04-13T09:56:49,EXPTIME = 20
39748.0 42294.0 40996.0 41653.0 42684.0 39448.0 33098.0 31275.0
41219.0 46232.0 45971.0 47090.0 50073.0 49335.0 43858.0 37030.0
45347.0 47384.0 47882.0 48785.0 N/A 43434.0 39767.0 36597.0

N/A 44340.0 46533.0 46442.0 44801.0 47742.0 37416.0 34454.0
Date: 2005-04-14T07:50:10,EXPTIME = 20
39608.0 42165.0 40867.0 41511.0 42506.0 39239.0 32836.0 31019.0
41067.0 46064.0 45821.0 46928.0 49861.0 49105.0 43231.0 36404.0
45181.0 47261.0 47746.0 48648.0 N/A 43239.0 39528.0 36340.0

N/A 44211.0 46409.0 46309.0 44595.0 47469.0 37165.0 34199.0
Date: 2005-04-14T08:12:50,EXPTIME = 20
39796.0 42351.0 41048.0 41697.0 42710.0 39436.0 33010.0 31185.0
41261.0 46276.0 46025.0 47139.0 50097.0 49342.0 43541.0 36639.0
45389.0 47461.0 47954.0 48859.0 N/A 43446.0 39722.0 36526.0

N/A 44398.0 46601.0 46510.0 44815.0 47703.0 37356.0 34376.0
Date: 2005-04-14T08:25:00,EXPTIME = 20 - neutral density �lter added
1241.0 1294.0 1265.0 1290.0 1326.0 1228.0 1070.0 1026.0
1278.0 1414.0 1393.0 1428.0 1527.0 1521.0 1347.0 1171.0
1381.0 1428.0 1435.0 1449.0 N/A 1329.0 1239.0 1165.0

N/A 1336.0 1398.0 1384.0 1352.0 1453.0 1173.0 1088.0
Date: 2005-04-14T09:27:14,EXPTIME = 20 - neutral density �lter added
1183.0 1218.0 1189.0 1215.0 1247.0 1160.0 1037.0 1028.0
1219.0 1328.0 1302.0 1336.0 1431.0 1427.0 1243.0 1128.0
1318.0 1343.0 1338.0 1351.0 1309.0 1249.0 1180.0 1129.0
1217.0 1266.0 1315.0 1298.0 1274.0 1382.0 1135.0 1068.0
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Quick health check (ESO_CCD_#66) 11-14 April 2005

Figure 13: Quick check plot. The data span the April observations. On the x-axis is the MJD
of the exposures,where one unit (large tick-mark) is 12 hours. On the y-axis the exposurelevel
(20sec.exposure). The dashedlines are the average,average+/- 1% and average+/- 5% levels.
Detector system restarts are indicated with vertical lines. Note in particular the last two data
points. The �rst of those is a quick check observation after the dome lamps were on the entire
night (approximately 16 hours total). The last of those is a subsequent exposureafter switching
the lamp o� and on again.

Remarks (IL T 1):

� The exposure times (5.0 sec for 2005-03-16and 2005-03-17,20.0 sec for 2005-03-18and
2005-03-21)have changed. The exposure levels have changedaccordingly.

Remarks (IL T 2):

� A new type of lamp (t ype no. 14612Philips Brillian t producedin Poland, this lamp shows
a very similar spectral illumination as the PHILIPS Master Line Plus) is usedbecausethe
old onesare no longer manufactured.

� After resolving various issueswhich a�ect the stabilit y of the system(de-fogging,detector
restarts, bias problems during ILT 1) the end-to-end stabilit y of the system could be
addressed(next item).
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Results of real QuickCheck recipe
ccd #89 ccd #90 ccd #91 ccd #92 ccd #93 ccd #94 ccd #95 ccd #96
ccd #81 ccd #82 ccd #83 ccd #84 ccd #85 ccd #86 ccd #87 ccd #88
ccd #73 ccd #74 ccd #75 ccd #76 ccd #77 ccd #78 ccd #79 ccd #80
ccd #65 ccd #66 ccd #67 ccd #68 ccd #69 ccd #70 ccd #71 ccd #72

Date: 2005-04-12,EXPTIME = 20.0
0.997(0.005) 0.996(0.005) 0.996(0.005) 0.996(0.005) 0.996(0.005) 0.995(0.005) 0.996(0.005) 0.997(0.006)
0.996(0.005) 0.996(0.004) 0.995(0.004) 0.995(0.004) 0.995(0.004) 0.995(0.005) 0.972(0.005) 0.985(0.005)
0.997(0.005) 0.996(0.004) 0.996(0.004) 0.996(0.004) N/A (N/A) 0.995(0.004) 0.995(0.005) 0.996(0.005)

N/A (N/A) 0.998(0.005) 0.997(0.004) 0.997(0.004) 0.996(0.005) 0.996(0.005) 0.996(0.005) 0.997(0.005)
Date: 2005-04-13,EXPTIME = 20.0
1.005(0.005) 1.005(0.005) 1.006(0.005) 1.006(0.005) 1.005(0.005) 1.005(0.005) 1.005(0.005) 1.004(0.006)
1.005(0.005) 1.005(0.004) 1.005(0.004) 1.006(0.004) 1.005(0.004) 1.005(0.005) 1.000(0.005) 0.997(0.005)
1.004(0.005) 1.005(0.004) 1.005(0.004) 1.005(0.004) N/A (N/A) 1.005(0.005) 1.005(0.005) 1.004(0.005)

N/A (N/A) 1.004(0.005) 1.004(0.004) 1.005(0.004) 1.005(0.005) 1.005(0.005) 1.004(0.005) 1.004(0.005)
Date: 2005-04-14,EXPTIME = 20.0
1.004(0.005) 1.003(0.005) 1.003(0.005) 1.003(0.005) 1.004(0.005) 1.005(0.005) 1.008(0.005) 1.009(0.006)
1.004(0.005) 1.004(0.005) 1.003(0.004) 1.003(0.004) 1.004(0.004) 1.005(0.005) 1.015(0.005) 1.017(0.005)
1.004(0.005) 1.003(0.004) 1.003(0.004) 1.003(0.004) N/A (N/A) 1.005(0.005) 1.006(0.005) 1.007(0.005)

N/A (N/A) 1.003(0.005) 1.003(0.004) 1.003(0.004) 1.005(0.005) 1.006(0.005) 1.007(0.005) 1.007(0.005)

Table 1: The results of running the Quick Check recipe. The comparison is between the speci�ed date and the previous day. The table
shows median (stdev) for each CCD.
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Figure 14: Quick check plot. The data span 6 through 9 September. The dashedlines are the
average,average+/- 1% and average+/- 5% levels. Detector systemrestarts are indicated with
vertical lines. Variable strength wipe marks are seen.

� In �gure 16 (29 September - 2 October, new lamp) stabilit y is seento be comparable to
ILT 1. During the time spannedby the plot the detector system was not restarted. No
traces of the variable wipe mark pattern were found.

Conclusions (IL T 1):

� The lamp appears very stable. See�gure 13: output variations are at maximum of the
order of 0.5% over 4 days.

� Note that when ratio-ing two exp osures di�eren t chips indicate a ratio very
consisten t with each other (within .1% !!), indicating that the output variation
of the lamp is not only very small but also, that when applying this output
variation the individual chip-to-c hip gain variations can be determined directly
with high precision (< .3%) from these test data. This is a novem!

Conclusions (IL T 2):

� The new lamp is very stable and is acceptable.
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Figure 15: Quick check plot. The data span 12 through 16 September. The dashedlines are
the average,average+/- 1% and average+/- 5% levels.

� The stabilit y of the OmegaCAM calibration unit is extremely good, within 0.5-1% on
time scalesof several (at least 4) days, also with the replacement of the original lamp
type which is not in production any more. See�gure 16. The unit can serve to monitor
trends of throughput and e�ectiv e gain of detector ampli�er chain to a very high level
of accuracy, well within the specs laid out in Cal. plan. In practice, light tightness of
the dome and a reproducible Telescope park on screenposition will most likely form the
e�ectiv e accuracy. Any e�orts on this will be very bene�cial to the project!

� The rebooting of the system might intro duce changesin the e�ectiv e gain on long time
scales(see�gure 15, where the vertical line marks a system reboot). In this case,it may
have lead to the gain jump of a few percent seenabove, that settled on a new situation
with stabilit y within 1% as indicated by the dashed lines. This jump is present for all
CCDs.

The situation above is the only time this is seenand merely suggeststhat the system
reboot was the cause of the changes. Despite this, during operations system reboots
should be kept to a minimum sincethey could possibly trigger a new situation for the ux
calibration. Particularly , after the daily health check using the lamp the system should
not be rebooted.



ILT Test Record VST-TRE-OCM-23100-3358
Req 5.4.7 - Cat I: Quick detector responsivity check - doit 49

53642 53642.5 53643 53643.5 53644 53644.5 53645 53645.5 53646 53646.5

MJD of observation

9600

9800

10000

10200

10400

10600

10800

E
xp

os
ur

e 
le

ve
l (

A
D

U
)

Quick health check (ESO_CCD_#92)

Figure 16: Quick check plot. The data span29 September through 2 October. The dashedlines
are the average,average+/- 1% and average+/- 5% levels.
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16 Req 5.6.1 - Cat I I I: Shutter Timing

Required accuracy, constraints:

Timing error lessthan 0.2%

Output:

Short explanation of the plots: shutter check divides a short exposureby a long exposure,col-
lapsesthe imagesin Y direction (perpendicular to the shutter direction of movement), divides
by the number of rows (i.e. the number of collapsedlines), then multiplies by the fraction of
the exposure times. The result is a bar for each CCD, that may show structure in X. The
plots show the CCDs in their layout on the focal plane, 4 CCDs in Y-direction, 8 CCDs in
X-direction. Note that two bars are missing for the April data; two CCDs are turned o�. The
main di�erences between the plots are the exposure times of the ats in the template and the
day of observation. Overscancorrection is per-row subtraction of the averageof the overscanin
X, while subtracting a master bias image that was also overscancorrected in the sameway. In
the �nal plot, the master bias was not subtracted; only the overscanregionswere used.

Remarks (IL T 1):

� Exposure times for 2005-04-1214:34:05:0.1s(short), 10.0s(long)
Exposure times for 2005-04-1311:09:17:3.0s(short), 15.0s(long)

Remarks (IL T 2):

� Exposure times for 2005-09-0513:05:07:0.1s(short), 10.0s(long)
Exposure times for 2005-09-0611:47:48:0.5s(short), 15.0s(long)

� The steep nature of the linearit y curves of each CCD at low exposure levels may be a
reasonfor the jumps from CCD to CCD.

� Exposurelevels are very low for the short exposures(0.1 sec.). There may be a signal-to-
noisee�ect. The lower signal to noise is evident from the plots.

� Note: An alternativ e shutter test was performed by comparing long and short dark
exposures. We compared two \darks" with the shutter opened for 10 x 0.1 secondsand
one when it was opened for 1 x 1 second. The ratio of the bias corrected imagesis 1.01.
This tells us that the e�ectiv eexposuretimes areaccuratewithin 1 millisecond, thus better
than 0.1% for a 1 secondexposure,which is within the formal spec of 0.2% for a 1 second
exposure.

Conclusions (IL T 1):

� the variabilit y of bias jeopardizes the shutter homogeneit y. This test turns out
to be a most critical end-to-end test of the detector/ampli�er chain. It will be
repeated when the problems with unstable bias are cured.

� Using an overscan-corrected master bias image eliminates a signi�can t amoun t
of structure due to induced charge.

Conclusions (IL T 2):
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� The shutter homogeneity test, which samplesdata at di�eren t parts of the non-linearity
curve with opposite signswe are sensitive to the non-linearities, particularly becauseeach
chip behaves di�eren tly . The results from the 'standard' shutter homogeneity test are
actually totally dominated by thesevery small non-linearities, con�rming the earlier notion
that this shutter test is the most sensitive end-to-end system test.

An alternativ e shutter test was performed by comparing long and short dark exposures.
We compared two \darks" with the shutter opened for 10 x 0.1 secondsand one when it
was openedfor 1 x 1 second.The ratio of the bias corrected imagesis 1.01. This tells us
that the e�ectiv e exposuretimes are accurate within 1 millisecond, thus better than 0.1%
for a 1 secondexposure,which is within the formal spec of 0.2% for a 1 secondexposure.

� As noted earlier, there is a high likelihood of both signal-to-noiseand non-linearity e�ects
in the ILT data a�ecting the shutter homogeneity test. This is due in part to the ILT
setup and in part to the test method. The test setup during ILT2 provided a very low
signal (200 to 300 ADU) at the shortest exposure times of 0.1 second. In the original
shutter tests, 64 exposuresof one CCD covering the entire shutter plane were coaddedto
achieve very high signal-to-noise. The current test method usesonly 2 exposuresof 32
CCDs acrossthe shutter plane. It is impractical to take enough short exposuresat low
illumination levels given �le size considerations. The only solution would be to increase
the illumination levels. However, the requirements state that \Illumination level should
be such that the CCDs are at about 60% to 80% full well for the 10 secondexposure."
This translates to a maximum of about 400 to 500ADU for the 0.1 secondexposureif the
illumination remains constant: only twice the levels seenin ILT2. The conclusionhere is
that a new test method may be necessaryto adequately test shutter homogeneity during
normal operations. This will likely be determined during commissioning.
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Figure 17: Exposuretimes 0.1s(short), 10.0s(long)
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Figure 18: Exposuretimes 3.0s(short), 15.0s(long)
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Figure 19: Exposuretimes 0.1s(short), 10.0s(long)
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Figure 20: Exposuretimes 0.5s(short), 15.0s(long)
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Figure 21: Exposure times 0.5s (short), 15.0s(long). No bias image was used. Notice how the
induced charge structures are now clearly visible.
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